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# Testing CP against other algorithms

## 2.1 Data sets

We concentrate our study on yeast since it is a well studied model for mammalian. Two experimental yeast PPI data sets are used to test the performance. We refer to DIP [2] and BioGRID [3] data sets. As BioGRID provide weights for only a low proportion of the interactions, we treat it as unweighted in a similar manner to that of [1]. We download the BioGRID networks from the website of Nepusz et al’s study (http://membrane.cs.rhul.ac.uk/static/cl1/cl1\_datasets.zip) [1]. For the DIP network, self-interactions, redundant interactions and interactions involving proteins of which the systematic names are not available are filtered out. For simplicity, we just analyze its the largest connected component. Some statistics of the two data sets are presented in Table 1.

We use the CYC2008 [4] and NewMIPS [5-7] benchmarks as the gold standards of yeast protein complexes. The first set is the CYC2008 catalogue of manually curated protein complexes from Wodak’s lab [4]. The CYC2008 catalogue is downloaded from <http://wonglkd.github.io/PLW/> or http://wodaklab.org/cyc2008/downloads. The second set used in [8,9] (denoted as “NewMIPS”) was derived from three sources: MIPS [5], Aloy et al. [6] and the Gene Ontology (GO) annotations in the SGD database [7]. For the NewMIPS gold standard, we download it from <http://wonglkd.github.io/PLW/>. Complexes smaller than 3 proteins were filtered out from both benchmarks. After this step, there are 236 complexes left in the CYC2008 and 328 complexes in NewMIPS. For the CYC2008 benchmark, the largest complex is the cytoplasmic ribosomal large subuit with 81 proteins and the average size of the complexes is 6.68 proteins. For detail of the construction of the benchmark, please refer to [10]. The general properties of the reference sets are listed in Table 2.

## 2.2 Evaluation methods

To assess the performance of a considered approach, we need a quantitative criterion to evaluate how a set of predicted complexes matches with a set of reference complexes. Due to the fact that the gold standard complexes (and the predicted complexes if the used algorithm handle overlaps) overlap with each other, a gold standard complex can have a (partial) match with more than one predicted complex and vice versa [1]. It is therefore difficult to find a universal evaluation metric that can work well on this task. In this paper, we use five kinds of measures to evaluate the predicted complexes by comparing them with the reference complexes: recall [11-13], precision [11-13], F-measure [14,15], maximum matching ratio (MMR) [1] and coverage rate (CR) [17,18]. The nine metrics assess the performance from different perspectives and have complementary strength.

The first measure are recall, precision and F-measure, which generally assess not overlapping clustering algorithms. Recall is the fraction of the known complexes that match at least one one predicted complex among all known complexes. Precision is the fraction of the number of the predicted complexes that match at least one known complex over the total number of all predicted complexes. The F-measure is the harmonic mean of recall and precision and shows the overall performance of a predicted result.

The second measure is the MMR, which is strongly recommended by the authors, offers a natural way to compare a set of predicted complexes and a set of reference complexes [1]. As discussed by the authors, it penalizes an approach which tends to split a reference complex into more than one part in the predicted complexes. Owing to focusing mainly on test how well the gold standard is matched by the predicted complexes, it does not take the false positive predictions into account. As a result, other methods which quantify the functional homogeneity of predicted complexes are advised to complement the maximum matching ratio[1].

The last measure is coverage rate which assesses how many proteins in the real complexes can be covered by the predicted complexes [17,18].

For Recall, Precision, F-measure, and coverage rate (CR), these methods are implement the python code according to the formulations described in [11-15]. For MMR, the python script for the calculation of quality scores is downloaded from http:// www.paccanarolab.org/cluster-one/.

## 2.3 General considerations

Evaluating the performance of clustering algorithms on graphs is a trick problem. Therefore, careful counter-measures can and should be taken to avoid the typical biases in the evaluation of a novel method, in particular the over-optimization of algorithm parameters to a given dataset or a given quality score. In short, we have decided on the following:

We have tested each of the algorithms on two different datasets: DIP [2] and BioGRID [3].

1. We have used nine quality score to assess the performance of each algorithm from different perspectives and have complementary strength..
2. We have also used two different gold standards: NewMIPS [5-7] and CYC2008 [4]. Note that since the two gold standards are not entirely consistent with respect to the membership of some proteins in some complexes, we decided to test these two gold standards separately.
3. For each algorithm, the final results were obtained after having optimized the algorithm parameters to yield the best possible results as measured by F-measure on the gold standard that was being used in the benchmark (either NewMIPS or CYC2008).

## 2.4 Common settings for all the algorithms

We compared the performance of CP to a representative set of other approaches: MCL [26], CFinder [19], Core [27], IPCA [31], COACH [24], SPICi [15], ClusterONE [1], PEWCC [32], GMFTP [33], DPC-NADPIN[34], Prorank+ [35] and CMC [36]. Some of these algorithms supported the use of edge weights (MCL, ClusterONE, CMC), and some could handle overlapping clusterings (IPCA, CFinder, ClusterONE, PEWCC , GMFTP, COACH, DPC-NADPIN, Prorank+ ).

Predicted complexes containing less than three proteins were excluded from the results unless the authors of the original algorithm suggested different size limits. In such cases, the new size limits are always mentioned explicitly in the upcoming sections.

# Parameter settings of compared algorithms

In this paper, in order to evaluate the performance of CP in detecting protein complexes, we compare it with twelve competitive methods: MCL [26], CFinder [19], Core [27], IPCA [31], COACH [24], SPICi [15], ClusterONE [1], PEWCC [32], GMFTP [33], DPC-NADPIN[34], Prorank+ [35] and CMC [36]. Table S0 lists the websites where we download the softwares of these algorithms, the version numbers of these softwares and several indications about whether these algorithms could be applied to weighted PPI networks or handle overlaps. Before describing the parameter settings for each algorithm, we declare several general consideration first. Since the performance of each algorithm depends on the choice of its inherent parameters and the data set under consideration, for all the considered algorithms, we optimize the parameters that yield the best results in a similar way to that of [1].

**Table S0**: Characteristics of the compared algorithms.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Algorithm | Downloading website | Version | Weights supported | Overlap supported |
| MCL | http://micans.org/mcl/ | 14-137 | yes | no |
| CFinder | http://cfinder.org/ | 2.0.6 | no | yes |
| Core | http://alse.cs.hku.hk/complexes/ | 0.10 | no | yes |
| IPCA | http://  netlab.csu.edu.cn/bioinformatics/limin/IPCA | 2018.11.8 | no | yes |
| COACH | http://www1.i2r.a-star.edu.sg/~xlli/coach.zip | 2018-6-12 | no | yes |
| SPICi | http://compbio.cs.princeton.edu/spici/ | 2018-5-24 | yes | no |
| ClusterONE | http://apps.cytoscape.org/apps/clusterone | 0.94 | yes | yes |
| PEWCC | http://faculty.uaeu.ac.ae/nzaki/Research.htm | 2018-5-27 | yes | yes |
| GMFTP | http://mail.sysu.edu.cn/home/stsddq@mail.sysu.edu.cn/dai/others/GMFTP.zip | 1.0 | no | yes |
| DPC-NADPIN | https://github.com/ccnuyili/DPC-NADPIN | 1.0 | no | yes |
| ProRank+ | http://faculty.uaeu.ac.ae/nzaki/Research.htm | 2017-5-27 | yes | yes |
| CMC | http://www.comp.nus.edu.sg/~wongls  /projects/complexprediction/CMC-26may09/ | 2.0 | yes | yes |

**3.1 MCL**

Markov Clustering Algorithm (MCL) [26] is a competing protein complex detection algorithm and has been implemented in different languages, such as JAVA, R and C. The key parameter of MCL is inflation, which tunes the granularity of clustering. Here, we try different values of inflation, ranges from 1.2 to 5.0 with 0.2 increment. MCL can handle weighted networks, thus we also list its results on the weighted PPI networks constructed. The optimal value of inflation for each PPI network is shown in Table S1.

**Table S1**: The value of inflation selected for MCL.

|  |  |  |  |
| --- | --- | --- | --- |
| Gold Standard | Parameter | DIP | BioGRID |
| NewMIPS | Inflation | 2.0 | 4.0 |
| CYC2008 | Inflation | 2.0 | 3.2 |

**3.2 CFinder**

CFinder [19] is a fast program that implements the CPM (Clique Percolation Method) for graph clustering. The algorithm first finds all k-cliques in the input network, then associates two k-cliques if they share a common (k −1)-clique. CPM detects overlapping clusters by finding k-clique percolation communities. Therefore, a key parameter of CFinder is the size of k-clique. In this paper, for each PPI network, we test CFinder with k-clique size from 3 to 10, step size by 1. Note that the produced distinct clusters may share nodes, however the intersection of two clusters may contain (k −2)-cliques but never a (k −1)-clique. For BioGRID network, since CFinder did not give any result within 48 hours, we set an optional time limit (10 seconds) for the time to spend on each node of the network, such that it can analyze the network efficiently. The original CPM method can only handle unweighted networks. Even though Farkas et al have proposed a weighted extension of CFinder [20], the computational cost of the new variant is more prohibitive and can not analyze BioGRID network in 48 hours. Therefore we just list the results on the unweighted PPI networks.

Table S2 lists the optimal values of parameter k for each PPI network.

**Table S2**: Parameters selected for CFinder.

|  |  |  |  |
| --- | --- | --- | --- |
| Gold Standard | Parameter | DIP | BioGRID |
| NewMIPS | k | 3 | 3 |
| CYC2008 | k | 3 | 3 |

**3.3 Core**

Core [27] addresses the problem of predicting protein complexes from protein-protein interaction (PPI) network of one species using a computational approach. Most of the previous methods rely on the assumption that proteins within the same complex would have relatively more interactions. This translates into dense subgraphs in the PPI network. However, all existing software tools have limited success. Recently, Gavin et al [29] provided a detailed study on the organization of protein complexes and suggested that a complex consists of two parts: a core and an attachment. Based on this core-attachment concept, we developed a novel approach to identify complexes from PPI network by identifying their cores and attachments separately.

The procedure takes in input the PPIN file, and has no other parameters.

## 3.4 IPCA

The IPCA algorithm [11] is a new approach for detecting protein complexes based on topological structure,which is a combination of subgraph diameter (or average vertex distance) and subgraph density. It consists of three stages: weighting vertex, selecting seed, extending cluster and extend-judgment. Among its inherent parameters, the -P parameter sets the shortest path between proteins in the complex to be "Shortest path length". According to authors’ suggestion. Here, 2 is the best choice. The -S parameter controls the complexes whose sizes are smaller than “Size” are not written to the output file. IPCA looks for complex structures whose density and cluster property is controlled by the parameter Tin, and it is closely related to the density of the complex. IPCA is able to produce overlapping complexes according the authors. The key parameter of IPCA is Tin, which controls the result of clustering. Here, we try different values of Tin, ranges from 0.1 to 1.0 with 0.1 increment. IPCA’s the input is an undirected simple graph. The optimal value of Tin for each PPI network is shown in Table S3.

**Table S3**: Parameters selected for MCODE.

|  |  |  |  |
| --- | --- | --- | --- |
| Gold Standard | Parameter | DIP | BioGRID |
| NewMIPS | -S[Size] | 3 | 3 |
| -P[Shortest Path Length] | 2 | 2 |
| -T[Threshold] | 0.6 | 0.5 |
| CYC2008 | -S[Size] | 3 | 3 |
| -P[Shortest Path Length] | 2 | 2 |
| -T[Threshold] | 0.6 | 0.5 |

**3.5 COACH**

COACH [24] is an algorithm whose main strategy is a greedy local refinement of the core graph of a graph G = (V,E). Formally a core graph CG(G) is defined as follows. Take any vertex v ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAND7lnZx6BOw/v///5JDCjUAAAoAMHNqAgQAAAAtAQAACAAAADIKAAEQAAEAAADOAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD6AYoKAAAKAGAxZib6AYoK/////1jZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) V and a vertex in its 1-neighborhood u ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAND7lnZx6BOw/v///5JDCjUAAAoAMHNqAgQAAAAtAQAACAAAADIKAAEQAAEAAADOAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD6AYoKAAAKAGAxZib6AYoK/////1jZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) N1 (v). If the degree of u in the induced subgraph G[N1 [v]] is larger then the average degree in G[N1[v]], then u is labeled as a core vertex. The core graph CG(G) is the subgraph induced in G by the collection of all the core vertices of G. Even if the name is similar, the notion of a core vertex in ([24]) is quite different form the notion of core number/core decomposition of [25] which is based instead on the minimum degree of an induced subgraph.

As suggested by the authors, we do not tune the parameters for a particular network. Thus, we use the default settings of parameters in the software.

**3.6 SPICi**

SPICi [15] is a computationally efficient local network clustering algorithm for large biological networks, which can be applied on PPI networks for complex detection. SPICi can handle weighted networks, so we apply it on the weighted and unweighted PPI networks to test its performance. SPICi has two parameters: the density threshold and the support threshold. Here, we try different values of density threshold, ranges from 0.1 to 1.0 with 0.1 increment. For support threshold, the optimal preference value is determined by trying different values (ranges from 0.1 to 1.0 with 0.1 increment) and setting on the preference value that results in the best quality score.

Table S4 lists the optimal value of density parameter for each PPI networks.

**Table S4**: Parameters selected for SPICi.

|  |  |  |  |
| --- | --- | --- | --- |
| Gold Standard | Parameter | DIP | BioGRID |
| NewMIPS | Minimum cluster density | 0.4 | 0.7 |
| Minimum support threshold | 0.5 | 0.2 |
| Minimum cluster size | 3 | 3 |
| Graph mode  0: sparse graph  1:dense graph  2:large sparse graph | 0 | 0 |
| CYC2008 | Minimum cluster density | 0.4 | 0.7 |
| Minimum support threshold | 0.5 | 0.2 |
| Minimum cluster size | 3 | 3 |
| Graph mode  0: sparse graph  1:dense graph  2:large sparse graph | 0 | 0 |

**3.7 ClusterONE**

ClusterONE is recently proposed by Nepusz et al. [21] to detect overlapping protein complexes in PPI networks based on overlapping neighborhood expansion. ClusterONE can deal with weighted and unweighted networks, therefore, besides the original network, we also test its performance on the weighted networks which are constructed by assigning weights to interactions according to the GO annotations.

All parameters are set as suggested by author, and we therefore used the default parameters of ClusterONE implementation. These are: density threshold set to auto for weighted networks. The merging threshold is set to 0.8 and the penalty value of each node is 2. The parameters of ClusterONE for each PPI network are listed in TableS5.

**Table S5**: Parameters selected for ClusterONE.

|  |  |  |  |
| --- | --- | --- | --- |
| Gold Standard | Parameter | DIP | BioGRID |
| NewMIPS | Minimum size | 3 | 3 |
| Minimum density | Auto | Auto |
| Edge weights | yes | yes |
| Node penalty | 2 | 2 |
| Overlap threshold | 0.8 | 0.8 |
| CYC2008 | Minimum size | 3 | 3 |
| Minimum density | Auto | Auto |
| Edge weights | yes | yes |
| Node penalty | 2 | 2 |
| Overlap threshold | 0.8 | 0.8 |

**3.8 PEWCC**

The PEWCC algorithm [32] has three main tunable parameters. One of them is that “-r” parameter which is used to remove edges relaibility score less than this value, and according to author’s suggestion, it should be set to default is 0.1. The other two are the “Join parameter” and the “overlap threshold”. We tried all the possible combinations of the following parameter values, and the one resulting having the best F-measure was kept. The optimal values of the parameters of PEWCC for each PPI network are listed in TableS6.

**Table S6**: Parameters selected for PEWCC.

|  |  |  |  |
| --- | --- | --- | --- |
| Gold Standard | Parameter | DIP | BioGRID |
| NewMIPS | Join parameter | 0.5 | 0.3 |
| Overlap threshold | 0.8 | 0.8 |
| CYC2008 | Join parameter | 0.5 | 0.3 |
| Overlap threshold | 0.8 | 0.8 |

**3.9 GMFTP**

GMFTP [33] develops a generative model with Functional and Topological properties to simulate the generative processes of topological and biological information and clusters that maximize the likelihood of generating the given PIN are considered as protein complexes. The model provides a mechanism for capturing PPI network and the functional patterns of proteins. By combining the functional and topological properties, they transform the problem of identifying protein complexes as that of mining in the functional profile. This model could deal with overlapping among complexes. For a detailed explanation of the algorithm, please see Ref [33].

As suggested by the authors, we do not tune the parameters for a particular network. Thus, we use the default settings of parameters in the software.

**3.10 DPC-NADPIN**

DPC-NADPIN (Discovering Protein Complexes based on Neighbor Affinity and Dynamic Protein Interaction Network) [34] is a novel algorithm to identify temporal protein complexes from the time course protein interaction networks. Its main idea is that the tighter a protein’s neighbors inside a module connect, the greater the possibility that the protein belongs to the module, DPC-NADPIN first chooses each of proteins with high clustering coefficient and its neighbors to consolidate into an initial cluster, and then the initial cluster becomes a protein complex by appending its neighbors according to the relationship between the affinity among neighbors inside the cluster and that outside the cluster. It has better performance on discovering protein complexes that some state-of-the-art algorithms. Meanwhile, it obtains many protein complexes with strong biological significance, which provide helpful biological knowledge to the related researchers.

The procedure takes in input the PPIN file, and has no other parameters. Thus, we don’t tune any parameters for a particular network, we use the default settings of parameters in the algorithm.

**3.11 ProRank+**

Prorank+ [35] use several edge pruning and filtering steps before applying a ranking step inspired by the well known Page-Rank algorithm in order to highlight candidate protein seeds. Afterwards, a complex is identified starting from a seed by using a spoke model. Finally highly overlapping complexes are removed in alternated duplicate-detection and cohesiveness-based-merge phases.

The procedure takes in input the PPIN file, and has no other parameters.

**3.12 CMC**

The CMC algorithm [36] is based on an iterative scoring algorithm that assesses the probability of whether two given proteins are in the same complex, followed by a maximal clique finding process. Highly overlapping cliques are then merged in order to achieve the final set of complexes. The algorithm is primarily governed by the overlap threshold which determines when should two cliques be considered highly overlapping, and the merge threshold, which determines what to do with two highly overlapping cliques: they will be merged if the part of the network between the two complexes is denser than the merge threshold, otherwise the smaller clique will be discarded.

The range of both parameters is between zero and one, although low overlap thresholds do not make sense as they would result in only a few giant complexes. Similarly, high overlap thresholds would result in a very large number of redundant complexes, as almost none of them would be allowed to merge with others. Therefore, the tested range of the overlap threshold was limited to real values between 0.1 and 1.0, sampled with a step size of 0.1. The merge threshold was tested on uniformly sampled real values between 0.1 and 1.0 with a step size of 0.1.

In our benchmarks, we used the original implementation of the CMC software (version 2), downloaded from http://www1.comp.nus.edu.sg/ ~ wongls/projects/complexprediction/CMC-26may09/. According to the suggestions of the authors of the algorithm [22]. Here, the size of size limit is 3. N/A for the BioGRID dataset indicates that the algorithm produced a prohibitively large number of clusters (more than 6000) for all parameter settings we have tried. The optimal value of extend thres for each PPI network is shown in Table S7.

**Table S7**: Parameters selected for CMC.

|  |  |  |  |
| --- | --- | --- | --- |
| Gold Standard | Parameter | DIP | BioGRID |
| NewMIPS | Overlap threshold | 0.2 | 0.2 |
| Merge threshold | 0.1 | 0.7 |
| CYC2008 | Overlap threshold | 0.3 | 0.2 |
| Merge threshold | 0.1 | 0.8 |
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